














	 Home
	 Add Document
	 Sign In
	 Register





























MM study of the Electron Paramagnetic Resonance 

	Home 
	MM study of the Electron Paramagnetic Resonance


















Spectroscopy in Complex Environments from QM–MM Simulations. Uriel N. MorzanDiego J. Alonso de ArmiñoNicolás O. FogliaFrancisco RamírezMariano C... 






 0 downloads
 0 Views
3MB Size







 Download PDF 










































Recommend Documents














MM study of the Electron Paramagnetic Resonance 


The model incorporates both electrostatic and steric effects using a combined quantum mechanics/molecular mechanics (QM/MM) approach. Compared to the ...










 









MM study of the Electron Paramagnetic Resonance 


Nov 30, 2011 - pubs.acs.org/JCTC. Detailed QM/MM study of the Electron Paramagnetic Resonance. Parameters of Nitrosyl Myoglobin. Mahesh Sundararajan.










 









ELECTRON PARAMAGNETIC RESONANCE STUDY OF 


Search; Citation; Subject. Search in: Anywhere, Title .... Chem. , 1961, 65 (5), pp 815â€“822. DOI: 10.1021/j100823a026 ... Cite this:J. Phys. Chem. 65, 5, 815-822.










 









Electron Paramagnetic Resonance Study of the 


Department of Physics and Astronomy and The Center for Supramolecular Studies, California State UniVersity at Northridge ... Also, it was shown that the cloud point is strongly ..... ing the water sensed by nitroxide to what other authors call.










 









Electron Paramagnetic Resonance Study of Conventional and 


Aug 15, 2000 - Chapter 5, pp 68â€“81. DOI: 10.1021/bk-2000-0768.ch005. ACS Symposium Series , Vol. 768. ISBN13: 9780841237070eISBN: 9780841218215.










 









Comparative Electron Paramagnetic Resonance Study of Radical 


May 16, 2001 - Turnip isoperoxidase 7 exhibited an unexpected pH effect related to the nature ... chemical properties and catalytic activities of turnip isozymes.










 









Electron paramagnetic resonance spectral study of intramolecular 


Miles D. Koppang , Gerald A. Ross , Neil F. Woolsey , Duane E. Bartak. Journal of the American Chemical Society 1986 108 (7), 1441-1447. Abstract | PDF | PDF ...










 









Electron Paramagnetic Resonance Study of Cupric-Peptide 


Paramagnetic probes of the domain structure of histidine-rich glycoprotein. Barry B. Muhoberac , Mary Kappel Burch , and William T. Morgan. Biochemistry 1988 ...










 









Electron Paramagnetic Resonance Study of Cupric-Peptide 


Graeme F. Bryce. J. Phys. Chem. , 1966, 70 (11), pp 3549â€“3557. DOI: 10.1021/ ... Kenneth Alston and Carlyle B. Storm. Biochemistry 1979 18 (20), 4292-4300.










 









Electron Paramagnetic Resonance Study of ... - ACS Publications 


have hypnotic properties. The depressant action of the barbituric acid derivatives varies from mild seda- tion to anesthesia, depending upon the particular bar-.










 


















ARTICLE pubs.acs.org/JCTC
 
 Detailed QM/MM study of the Electron Paramagnetic Resonance Parameters of Nitrosyl Myoglobin Mahesh Sundararajan† and Frank Neese* Max-Planck Institutf€ur Bioanorganische Chemie, Stiftstrasse 32-34, D-45470 M€ulheim an der Ruhr, Germany
 
 bS Supporting Information ABSTRACT: A number of popular density functionals are calibrated against high-resolution EPR data for low spin iron-nitrosyls present in nitric oxide bound myoglobin. The model incorporates both electrostatic and steric eﬀects using a combined quantum mechanics/molecular mechanics (QM/MM) approach. Compared to the most recent experimental data, the calculated EPR parameters using GGA functionals are distinctly more accurate than those predicted by hybrid functionals. The latter is related to an erroneous spin distribution predicted with hybrid functionals in this particular case. However, owing to the inaccuracies in the prediction of spin state energetics, GGA functionals overestimate the binding energy of the nitric oxide ligand to the heme center. Using the calculated magnetic resonance parameters as well as the calculated rotational potential energy surface of the NO ligand over the heme plane, a possible geometric structure of elusive A-form if nitrosyl-myoglobin is proposed.
 
 ’ INTRODUCTION Proteins involving heme iron centers are an important class of metalloproteins where many important physical, chemical and biological processes take place. The speciﬁc function of heme proteins is ﬁnely controlled in biology through the choice of the axial ligand(s) and the overall construction of the binding pocket.1 In addition to the variability in oxidation and spin state of the central metal (apparently exclusively iron in nature) another degree of freedom is the oxidation state of the porphyrin itself which can act as a noninnocent ligand.2 The binding of nitric oxide ((NO), another noninnocent ligand) to heme systems has attracted considerable attention (Figure 1).36 Initially, NO was used as a “magnetic probe” of O2 binding.712 Besides the heme and NO groups, the active site of MbNO consists of two histidine residues (His93 and His64) and one valine (Val68) residue anchoring the NO (Figure 1).13,14 The proximal ligand is His93 and in the distal binding pocket His64 is located in close proximity to the bound NO group. Furthermore, the active site contains Val68, which may be involved in hydrogen bonding. In the past, a large number of protein X-ray crystal structures of MbNO and related synthetic model complexes were reported.1315 While crystal structures of MbNO have shown that there is a tight range of FeNO geometries in low-molecular weight Fe(II)NO porphyrins, a much wider range of structural parameters were reported for NOheme protein crystal structures (FeNO bond distances in the range of 1.52.1 Å and FeNO angles ranging from 112 to 160).12,13 The discrepancy between inorganic models and MbNO may be due to two reasons: (i) the distal residues in the heme cavity may play an important role in distorting the geometry of the FeNO unit (ii) because of limitations in resolution and structure determination techniques reported structures may be inaccurate. In the protein X-ray structure determination studies, the NOheme complexes were usually prepared by reactions that took place in the crystal. It has been recently shown that this method of preparation yields r 2011 American Chemical Society
 
 diﬀerent FeNO geometries and this suggests that the obtained structures may reﬂect local rather than global minima. 13 Although, protein crystallography provides the most valuable geometric structure information of MbNO species, their corresponding electronic structures are best probed by advanced spectroscopic techniques such as advanced electron paramagnetic resonance (EPR) based methods.16,17 These techniques have always occupied a central position in bioinorganic chemistry. First, they allow for the selective investigation of metalloprotein active sites and thereby provide detailed information about the structural changes that occur during a given reaction. Second, they provide insight into the unique electronic structures of the active sites, and are therefore an indispensable tool in linking geometric structures to electronic structure to reactivity. Third, spectroscopy lends itself well to obtain time-resolved data either by rapid freeze or single-turnover transient experiments.18 Recently, speciﬁc attention has been given to the properties of the hydrogen bond to the NO group in the context of its role in NO reduction reactions.19 In general, hemeNO complexes may be ﬁve or 6-fold coordinate. In EPR experiments on sixcoordinate NOhemes, one often observes two distinct species that diﬀer in the symmetry of their g-tensors.20 Unfortunately, crystal structure analysis does not provide clues as to the identity of these species. Therefore, spectroscopic studies carried out on samples prepared in solutions become highly relevant.16,17,2030 In fact, the frozen solution of MbNO is among the most extensively studied NO-heme complexes. The analysis of the continuous wave (CW)-EPR spectra has led to the recognition of two diﬀerent paramagnetic species. One with rhombic symmetry of the g-tensor ([gxx, gyy, gzz] = [2.080, 1.979, 1.998]) was assigned to the “R-form” and the other with axial symmetry ([g^, g||] = [2.041, 1.983]) assigned to the “A-form”.20 The A-form was found at all temperatures and dominates at room temperature. Received: June 13, 2011 Published: November 30, 2011 563
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 Figure 1. Active site of NO-bound myoglobin. Hydrogens are removed for clarity.
 
 Furthermore, its g-values were found to exhibit small temperaturedependent shifts.30 The R-form emerges upon cooling, but it is not clearly recognizable at temperatures above 70 K and only at 1020 K the R-form becomes the dominant contribution to the EPR spectrum.30 Through comparison of the protein spectra with structurally and spectroscopically characterized model complexes, it was suggested that the observed signals are arising from two six-coordinate conformers of the NO heme nitrogen base complexes, diﬀering primarily in the position of the iron displaced above the heme plane.25,29 The strong temperature dependence of the EPR spectra of many NOheme complexes have indicated the existence of a thermal equilibrium between the two forms.24,25 The interconversion of the A- and R-forms upon decreasing temperature may be induced by protein conformational changes. It was also found that the α-subunits of hemoglobin (Hb) prefers the R-form over the A-form at all temperatures, while β-subunits exhibit an inverted preference much like MbNO. Interestingly, single crystal studies of sperm whale Mb15NO showed that the FeNO bond angle is also temperature dependent (153 and 109 at RT and at 77 K respectively).22 This was deduced from the change of the angle between the directions of hyperﬁne of 15N(NO) and the g tensor.22 EPR and ENDOR (electronnuclear double resonance) studies of single crystals of MbNO revealed only one type of paramagnetic species that is assigned to the R-form.22,24 Eﬀorts were directed toward the detection of hydrogen bonds between the distal histidine and the NO. The leading idea is that the conformational changes responsible for the interconversion of the A- and R-forms could be driven by changes in the hydrogen bonding network. Hydrogen bonds involving His64 and Val68 were reported for the two forms using CW X-band 1H ENDOR measurements.28,29 X-band ESEEM (electron-spin echo envelope modulation) and HYSCORE (hyperﬁne sublevel correlation spectroscopy) measurements revealed the presence of a weakly coupled nitrogen that was assigned to the distal Nε of His64, where the origin of the spin population of the nitrogen atom was attributed to the H-bond with the NO.26 The assignment of this particular Nε to the R- and A-form was, however, ambiguous and it was tentatively assigned to the A-form through correlation with the large 1H hyperﬁne anisotropy.26 Despite all of these eﬀorts, it has still not been determined which factors determine the appearance of the two forms and why in some hemoproteins there only is one form. Complementary to the signiﬁcant number of experimental investigations, an equally large number of theoretical studies
 
 devoted to understanding the structurefunction relationship of MbNO have appeared in the literature.3150 Electronic structure calculations were performed for NO bound porphyrins with variable proximal and distal ligands.31,35,4250 Calculations varying from density functional theory (DFT)31,35,37,3942,4446 to correlated wave function based ab initio methods35,43 were used to understand the geometric and electronic structure, bonding and binding energies36 of MbNO. In particular, the quality of density functionals toward binding energies of NO to heme systems were assessed and compared to experimental binding energy data (estimated from dissociation barrier of NO from Mb).51 Compared to the experimental estimates, the hybrid density functionals (such as B3LYP52,53) tend to underestimate the binding energies, whereas “pure” functionals (such as BP8654,55) tend to overestimate the binding energies of the NO ligand to the heme group.51 Binding energies calculated with the CASPT236 and CCSD(T)43 methods tend to favor the result that the “pure” functionals deliver. However, severe approximations with respect to the size of the model and the basis set used must be made in order to render these ab initio calculations computationally feasible. Although a signiﬁcant number of calculations were performed to probe the structural and electronic diﬀerences between diﬀerent diatomic molecules bound to hemes, only a few studies were devoted to the understanding of the spin-Hamiltonian (SH) parameters of MbNO.31,35,44,45 Patchkovskii and Ziegler analyzed the g-tensors of a synthetic FeNO model complex.56 They explored the rotational potential energy surface of NO over the heme plane and the sensitivity of the g-tensor to this geometric parameter. Zang et al.31 carried out M€ossbauer calculations using DFT methods and investigated the sensitivity of isomer shift and quadrupole coupling by varying the FeNO bond length and FeNO bond angle. Praneeth et al.44,45 studied the spectroscopic properties and electronic structures of ﬁve and six coordinated iron(II) porphyrin NO complexes using a combined experimental and DFT (particularly B3LYP) calculations.36,37 Serres et al explored the electronic structures for a series of the nonheme Fe-NO using a combined experimental and computational techniques.35 Zhi et al calculated the magnetic and hyperﬁne properties of deoxymyoglobin and MbNO using DFT methods.57 To the best of our knowledge, no theoretical studies are available that attempt to compute EPR parameters of MbNO in the presence of the protein environment. In fact, such elaborate studies have only recently begun to appear, for example, for 564
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 plastocyanin58 and for cytochrome P450.59 Recently, we reported the combination of advanced pulsed EPR studies on MbNO in conjunction with quantum mechanics/molecular mechanics (QM/MM) studies.60 In this study, W-band (3.4 T/95 GHz) HYSCORE was used to determine the hyperﬁne and quadrupole interactions of 14N (proximal histidine) and W-band 1H and 2H ENDOR identiﬁed a H-bond to the NO ligand. The combination of theory and experiment allowed for new and experimentally calibrated proposals for the R- and A-forms of MbNO to be put forward.60 In this paper, the earlier QM/MM results are elaborated upon. In addition, the following aspects of the MbNO electronic structure are addressed: (a) What are the geometric diﬀerences between the R- and A-forms? (b) What is the origin of two distinct g-tensors? (c) How do the neighboring residues, particularly the distal His64, modulate the EPR properties of the R- and A-form? (d) Which is the most appropriate density functional for the treatment of MbNO? This is of obvious relevance for the treatment of other heme-NO systems and related lowspin Fe-NO systems.
 
 ’ COMPUTATIONAL DETAILS DFT methods provide a way of studying quite large cluster models (∼100200 atoms), which often may be representative of the electronic structure of the entire protein.61 However, the appropriate choice of active site model, the choice of density functional and the incorporation of protein dynamics present formidable challenges. On the basis of calibration studies, it has been recognized that the BP86 functional predicts fairly accurate geometries62 at low computational cost (if the RI approximation6366 is used). Hence, it will be used here in conjunction with SV(P) basis set6770 for the geometry optimizations reported in this work. (i). Gas-Phase Calculation Setup. Our model consists of a low spin heme coordinated by His93 and NO. In hydrogen bonding distance to the NO molecule there are Val68 and His64. The latter is hydrogen bonded to a crystallographic water molecule (H2O198), which in turn is hydrogen bonded to a lysine residue (Lys45). Along with the heme and its bound NO, we have included all these amino acid residues in the quantum mechanical (QM) region in order to gauge their importance. The calculations started from the crystal structure of MbNO (PDB Code 2FRJ).13 Here, the Lys45 is modeled as n-propyl-ammonium ion, His64 and His93 are modeled as methyl imidazole and Val68 as n-propane. Gas phase geometry optimizations were performed using the fragment optimization techniques incorporated into ORCA.71 In this technique the model is partitioned into six separate fragments (heme with His93 (fragment 1), Lys45(fragment 2), His64(fragment 3), H2O198(fragment 4), nitrosyl(fragment 5), and Val68(fragment 6), The distance and relative orientation of the fragment pairs of Lys45-heme (fragment 2 to 1), His64-heme (fragment 3 to 1), His64-Val68 (fragment 3 to 6) and Val68-heme (between fragment 1 to 6) are constraint in the optimization while all other degrees of freedom are relaxed. All other fragments (the one which are directly bonded to the heme and NO) are fully optimized and with respect to the other fragments. By this procedure one hopes to incorporate the steric constraints of the protein
 
 Figure 2. QM/MM partitioning of MbNO of model 2.
 
 pocket in a cluster model. Technically, either the user deﬁnes the atoms which make up the connection between the fragments, or the program chooses appropriate atom pairs automatically via a closest distance criterion. Complete details are described in detail in the ORCA manual.71 (ii). QM/MM Setup. In the QM/MM calculations, the QM and MM regions were partitioned as follows: His93, His64, and Val68 residues were truncated between CβCα and Lys45 at CγCβ (Figure 2). The heme and the NO group belong to the nonstandard category. We have generated the OPLS-AA force field parameters72,73 for the heme group using the pro-drg2.5 program.74 Furthermore, the charges derived by pro-drg2.5 were modified by calculating more accurate electrostatic potential derived charges for the heme and NO groups through the CHELPG algorithm75 as implemented in ORCA (BP86/ SV(P)). The resulting protein model is solvated by ∼2600 water molecules. This model was minimized using the steepest descent algorithm by keeping the heme, NO, Lys45, His64, His93, Val68, and H2O198 residues fixed. The minimized geometry was then equilibrated by performing classical Molecular Dynamics (MD) simulations for 100 ps. Finally the relaxed geometries were used in QM/MM calculations. All QM/MM calculations were performed using the ORCA package, which has recently been interfaced to the GROMACS MM package.76 (iii). Alternative Models. In proximity of the bound NO, the protonation state of His64 may be crucial, since it may engage in hydrogen bonding with the NO ligand. In Figure 3, we show seven models, which only differ in the protonation states of His93 and His64. In models 1 through 3, His64 is protonated at Nδ1 (model 1) or at Nε2 (model 2) or at both nitrogens (model 3), whereas, in model 4, the NO ligand is protonated. 565
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 Figure 3. QM/MM optimized structures. His64 to NO hydrogen bonding distance (Å) is shown. Charge and multiplicity of the seven models are denoted.
 
 For models 5, 6, and 7, His93 is deprotonated with the protonation state of His64 kept similar to models 1 through 3. As Val68 can involve in weak hydrogen bonding to NO,29 we have chosen Val68 in our model. The models are chosen such a way that the experimental hyperfine coupling of ∼10 MHz arises from protons attached to which amino acid residue in close proximity to the FeNO system. (iv). EPR Calculations. For the calculation of EPR parameters, we use a variety of density functionals including BLYP,53,54 BPW91,53,7781 OLYP,82 BP86,54,55 PBE,83 PBE0,84 B3LYP,52,53 O3LYP,85 and TPSSh.86 For these calculations, we used CP(PPP) (for Fe),87,88 EPR-II89 (for all nitrogens- and for O of NO) while the remaining atoms were treated with the SV(P) basis set (overall, the calculations included 92 atoms (model 3) in the quantum region). Nuclear quadrupole coupling constants e2Qq/h (NQCs) of 14 N nuclei were calculated from the electric ﬁeld gradients V employing a nuclear quadrupole moment Q(14N) of 0.02 barn. In addition, the asymmetry parameters of the quadrupole tensors were calculated as η = (Vxx  Vyy)/Vzz in a coordinate system with |Vzz| g |Vyy| g |Vxx|. EPR properties were predicted using coupled perturbed KohnSham theory for the g-tensor90,91 and the spinorbit coupling (SOC) operator was treated by spinorbit mean-ﬁeld (SOMF) approximation to the BreitPauli operator in the implementation of ref 90. Fermi contact terms and spin-dipole contributions to the hyperﬁne coupling contributions were obtained as expectation values over the ground state spin density. First-order hyperﬁne couplings were calculated for 1H and 14N, while spinorbit contributions91 were taken into account for Fe.88
 
 models in gas phase and in protein (Table 1). We note that, in gas phase geometry optimizations of models 2 and 6, a proton transfer occurs spontaneously from Lys45 to His64, which effectively renders His64 doubly protonated. Further, for all gas phase optimized structures, except model 4, we generally find FeNO bond lengths that are shorter than the values experimentally deduced from X-ray diffraction by ∼0.1 Å. For model 4, the substrate HNO moiety is somewhat weakly bound (1.85 Å) as the backbonding of NO to Fe is greatly reduced due to protonation.35 Similarly, the FeNO bond angle of model 4 is somewhat shorter (by 20) compared to other models and to the X-ray structure. Due to the anionic nature of His93 in Models 57, the Fe-NHis93 distance is shorter (∼0.1 Å) compared to Models 14. Protons of His64 were found to be involved in hydrogen bonding with NO. (ii). QM/MM Geometries. Compared to gas phase cluster models, we find some significant geometric changes when protein environment are incorporated via QM/MM method. Unlike in gas phase geometry optimizations, we find that for both Model 2 and Model 6 that proton transfer from Lys45 to His64 does not take place. In fact, even if the starting geometry featured a doubly protonated His64 it was found that the proton moves back to Lys45. This is expected as the gas phase proton affinity of lysine is much larger than that of histidine (by 10 kcal/mol).92 We have calculated the pKa of Lys45 and His64 of the MbNO protein (PDB code: 2FRJ) using the online program, H++pKa.93 The calculated pKa values of Lys45 of His64 are 10.8 and 0.8 units respectively which suggest that Lys45 should be protonated and His64 should be deprotonated, consistent with the QM/MM results. To understand the discrepancy between the QM/MM and gas-phase geometries present in model 2, we have carefully inspected the neighboring amino acid residues in the proximity to Lys45. We note that Asp60, a propionate of heme and a water molecule (H2O213) are within three Ångstr€om distance with
 
 ’ RESULTS AND DISCUSSION (i). Gas-Phase Geometries. We first compare the important geometric parameters of BP86 optimized structures of seven 566
 
 dx.doi.org/10.1021/ct200401q |J. Chem. Theory Comput. 2012, 8, 563–574
 
 Journal of Chemical Theory and Computation
 
 ARTICLE
 
 Table 1. Important Geometric Parameters of NO-Bound Myoglobin in Gas Phase and in Protein models
 
 FeNNO (Å)
 
 FeNHis93 (Å)
 
 gas phase
 
 1.733
 
 2.160
 
 QM/MM
 
 1.728
 
 2.174
 
 FeNporphyrin (Å)
 
 NONO (Å)
 
 FeNO (deg)
 
 1.9942.059
 
 1.180
 
 140.8
 
 1.9992.035
 
 1.188
 
 138.2
 
 1.9952.037
 
 1.196
 
 139.3
 
 model 1
 
 model 2 gas phase QM/MM
 
 1.724
 
 2.177
 
 gas phase
 
 1.749
 
 2.124
 
 2.0062.054
 
 1.199
 
 137.1
 
 QM/MM
 
 1.737
 
 2.176
 
 2.0032.031
 
 1.201
 
 136.9
 
 gas phase
 
 1.852
 
 2.073
 
 1.9942.043
 
 1.212
 
 126.2
 
 QM/MM
 
 1.825
 
 2.123
 
 1.9982.036
 
 1.217
 
 126.9
 
 gas phase
 
 1.724
 
 1.992
 
 2.0142.058
 
 1.174
 
 149.0
 
 QM/MM
 
 1.734
 
 2.119
 
 2.0052.035
 
 1.189
 
 141.4
 
 2.0012.030
 
 1.200
 
 138.1
 
 model 3
 
 model 4
 
 model 5
 
 model 6 gas phase QM/MM
 
 1.742
 
 2.118
 
 gas phase QM/MM
 
 1.779 1.757
 
 2.028 2.121
 
 2.0112.047 2.0052.036
 
 1.207 1.208
 
 136.4 136.1
 
 experiment
 
 1.872
 
 2.080
 
 2.0402.068
 
 1.199
 
 144.1
 
 model 7
 
 only “sees” Asp60, H2O213 and propionate via MM point charges. Hence, no spontaneous proton transfer can take place. Thus, larger gas phase clusters including a signiﬁcant part of the second coordination sphere are necessary to replicate the QM/ MM results. Further, compared to the gas phase results, QM/MM calculations predict a somewhat longer FeNHis93 bond distance and a correspondingly shorter FeNO bond distance (Table 1). Similar to the gas phase, for all models except model 4, the computed NO bond distance and FeNO bond angle using QM/MM are in good agreement with the experimental data of a nonprotein complex.15 We note that as compared to models 13, the FeNHis93 distance is shorter by 0.05 Å in models 57 due to the anionic nature of NHis93, which leads to a correspondingly small increase in Fe-NO bond distances. Further, in these three models, gas phase FeNHis93 bond lengths are shorter by ∼0.1 Å as compared to QM/MM structures due to the lack of steric constraints in the gas phase geometry optimizations (Table 1). We ﬁnd that model 2 and model 6 are relatively more stable as compared to model 1 and model 5 by ∼15 kcal mol1, due to the favorable hydrogen bonding interactions between NO and His64. However, Model 3 and model 4 are nearly iso-energetic. Hence, at the present level of modeling we cannot conclusively deduce which species is favored. Upon excluding model 4, where NO is protonated, our calculated FeNO bond distance is too short compared to experiment. Nevertheless, the predicted geometries of all models (except model 4) are consistent with the high-resolution X-ray
 
 Figure 4. Gas-phase geometry optimized structure of the larger model. Charge and multiplicity of the model is denoted.
 
 respect to Lys45. Hence we have carried out a gas phase calculation with a larger cluster model that includes these residues (112 atoms). The larger model gas phase optimized structure is consistent with the QM/MM geometries derived from the truncated model (90 atoms). We note that in the gas phase optimized structure, no spontaneous proton transfer has takes place from Lys45 to His64 because of the extended hydrogen bonding interactions present between Ly45 with the neighboring residues (see ﬁgure 4). In QM/MM, the QM region 567
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 Table 2. Calculated Spin State Energetics (kcal mol1) of FePMeImb,a
 
 BP86
 
 B3LYP
 
 PBE
 
 BP86-D
 
 B3LYP-D
 
 PBE-D
 
 CASPT2
 
 CCSD(T)c
 
 Table 3. Computed Binding Energies (kcal mol1)
 
 this work
 
 ref 36
 
 ref 43
 
 S=0
 
 0
 
 0
 
 0
 
 FePMelm/
 
 S=l S=2
 
 +0.7 +10.9
 
 0.8 +8.7
 
 +2.4 +12.9
 
 gas phase
 
 S=0
 
 0
 
 0
 
 0
 
 this work
 
 ref 36
 
 ref 43
 
 BP86
 
 46.5
 
 42.7
 
 50.8
 
 PBE
 
 49.2 7.3
 
 14.1
 
 B3LYP
 
 11.9
 
 B3LYP-D
 
 15.1
 
 S=l
 
 8.2
 
 8.9
 
 4.8
 
 PBE-D
 
 55.3
 
 S=2
 
 6.9
 
 9.6
 
 4.3
 
 BP86-D
 
 53.2
 
 S=0
 
 0
 
 S=l
 
 +0.9
 
 S=2
 
 +11.1
 
 S=0 S=l
 
 0 +3.5
 
 S=2
 
 +14.6
 
 S=0
 
 0
 
 S=l
 
 5.7
 
 S=2
 
 6.0
 
 S=0
 
 0
 
 S=l
 
 +2.1
 
 S=2 S=0
 
 +15.2
 
 experiment
 
 22.8 CASPT2
 
 21.6
 
 CCSD(T) Model 2/QM/MM
 
 20
 
 BP86
 
 50.1
 
 PBE
 
 53.7
 
 B3LYP
 
 14.7
 
 0
 
 S=l
 
 6.4
 
 S=2
 
 16.3
 
 S=0
 
 0
 
 S=l
 
 17.3
 
 S=2
 
 30.4
 
 Calculations labeled with “-D” contain an empirical dispersion correction as explained in the text. b P = porphyrin, MeIm=Methyl imidazole. c Truncated model. a
 
 geometry of a closely related synthetic model.15 One may be tempted to speculate that the main source of the discrepancies between the protein and the synthetic model (as well as the theoretical data) may be due to (i) the presence of hydrogen bonding between NO and His64, Val68 in the protein, (ii) protein strain and electrostatics, but also (iii) possible inaccuracies in the protein structure. The latter problems are typical for protein X-ray structures when small diatomic molecules bind to metalloproteins.94 In favor of our geometry it is noted that in the QM/MM model, we have included: (a) all important hydrogen bonding residues (His64 and Val68, table 2) and (b) steric and electrostatics eﬀects. It is (c) known that the employed density functional (BP86) tends to predict accurate geometries.62 The computed geometries can be criticized for using medium sized basis set and excluding relativistic eﬀects. We have addressed this problem by optimizing the structure of Model 2 with a larger basis set (TZVP)95,96 under inclusion of scalar relativistic eﬀects (ZORA).97 We conclude that our computed geometric parameters are not particularly sensitive to either choice. QM/MM calculations predict somewhat stronger hydrogen bonds as compared to the gas phase. Hydrogen bonding between His64 and NO is stronger in models 3 and 7 as compared to models 2 and 6 due to the diﬀering positive nature of His64 (Figure 3). The strength of this hydrogen bond is reﬂected in somewhat weaker FeNO bond lengths in models 3 and 7. (iii). Choice of Density Functionals and Discussion of the R-Form. The electronic structures of FeNO complexes are
 
 Figure 5. Sensitivity of g-tensors of model 2 with diﬀerent density functionals.
 
 known to be complicated and challenging to describe by quantum chemical methods.35,36,45 As the spin density distribution in these systems is crucial for accurate prediction of EPR parameters it is necessary to discuss this subject in some detail. Using the truncated models (90 atoms) our gas phase calculations we are unable to find any minimum energy structures for model 2 and model 6. Hence, in the forthcoming sections, we restrict our results to QM/MM calculations. In addition to the popular B3LYP functional, we used a wide variety of density functionals to assess the prediction of EPR parameters in comparison to the most recent high-resolution experimental data on MbNO.60 A series of GGA functionals (BLYP, BP86, BPW91, OLYP, PBE), hybrid functionals (PBE0, B3LYP, O3LYP) and a meta-GGA functional (TPSSh) were investigated by computing EPR parameters for all the seven models in the QM/MM framework. The calculated EPR parameters were compared to experimental results for the g-tensor and the HCC of 14N of NO, His93, and 1HHis64. The computed g-tensors of the seven models at the QM/MM level using diﬀerent functionals are given in table 3. Of all the functionals used here, we generally ﬁnd that the g-values are heavily underestimated by both the PBE0 and B3LYP functionals 568
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 (Table S1, Figure 5). However, all nine functionals underestimate the g3 value for all models. This underestimation of g3 is attributed to limitations of the density functionals for magnetic response properties and is not unusual.91,98 The meta-hybrid GGA functional TPSSh does not lead to any improvement, in agreement with recent calibration results.99 In models 2, 3, 6, and 7, the calculated g3 values are larger than in Models 1 and 5, presumably because of hydrogen bonding (Figure 3). We note that in both models 3 and 7, the hydrogen bonding interactions between His64 and NO are stronger than in models 2 and 6, which is mirrored in the calculated g-values (Table S1). All three calculated g-values (g1, g2, and g3) of model 4 are larger than the free electron value and hence this structure is completely inconsistent with the experimental data and can be ruled out. Thus, on the basis of the computed QM/MM g-tensors, all models except model 4 are potential models for R-form. Hence, more insight may be obtained from the computed hyperﬁne couplings. In Table S2, the isotropic nitrogen hyperﬁne coupling constants (HCCs, Aiso) of 14NHis93 and 14NO and the largest proton HCC of His64 (1HHis64A3) are reported. It is expected the ligand HCCs are easier to predict than the g-tensor or the metal HCCs, because the core-level spin polarization is not as pronounced for the light elements, and the spin orbit coupling (SOC) contributions are negligible. The quality of the calculations is judged by calculating these HCCs for all seven models with diﬀerent density functionals and comparison of the results to the experimental values for the R-form (Table S2). The calculated 14NO HCCs decrease in the following order: model 1 > model 2 > model 3. Again, this trend is attributed to increased hydrogen bonding interactions upon going from model 1 to model 3. From Table S3 it is obvious that increased hydrogen-bonding interactions with His64 decrease the spin population on NO and hence the calculated 14NOAiso is smaller for model 3 than for model 1. Similar trends are also observed for models 57, where 14NOAiso of model 7 has a smaller value than model 5 for 14NOAiso. From table S3, it is seen that hydrogen bonding leads to a shift of spin population from the NO group to the central iron. Except for model 4, the calculations with any of the tested density functionals predict signiﬁcant values for 14NHis93Aiso. This value is larger for model 1 than for model 2 and model 3, for which the predicted spin populations decrease in the following order: model 1> model 2> model 3. We predict that the largest component of the HCC tensor of the hydrogen-bonded proton (1HHis64A3) of model 2 is closest to experiment. However compared to other models, this value is more than 10 MHz larger for models 3 and 7, which is inconsistent with experiment. Thus, the strong hydrogen bonding between NO and His64 that is present in these models does not appear to occur in the R form of MbNO. Taken together, Tables S1 and S2 demonstrate that the calculated g-tensors of models 2, 3, and 7 agree qualitatively with the experimental estimates. However, only for model 2, the calculated nitrogen and proton HCCs are in quantitative agreement with the experimental data. Quite surprisingly, the good agreement with experiment only holds for GGA functionals. Both the B3LYP and PBE0 hybrid functionals severely underestimates 14NAiso of NO and His93 (model 2) by ∼10 MHz. We have thus arrived at an experimentally calibrated electronic structure description and will proceed below to analyze the results more closely.
 
 (iv). Spin Populations. From the results presented above, the calculated EPR parameters are very sensitive to the actual models and the choice of functional. The fluctuation in the calculated values can be understood upon studying the spin populations more closely. Regardless of the density functionals used, an increased spin population on Fe is found for models 2, 3, 4, 6, and 7 compared to models 1 and 5 because of lack of hydrogen bonding in the latter two models (table S3). Compared to Models 2 and 6, in both models 3 and 7, we ﬁnd more spin population on Fe due to the stronger hydrogen bonding interaction between His64 and NO. This increased hydrogen bonding pattern is mainly due to the positive charge of His64 in the doubly protonated state. However, as mentioned above, the spin populations are sensitive to the choice of hybrid versus GGA functionals. Functionals without HF exchange (such as BP86, PBE) leading to a preferential spin density ﬂow to iron and hence an electronic conﬁguration that more closely resembles Fe(I)NO+. Hybrid functionals (with the notable exception of O3LYP) show the opposite behavior which leads to a Fe(II)NO 3 like electronic structure description. Obviously, the experimental data favor the former solution. Praneeth et al44,45 used magnetic circular dichroism (MCD) spectroscopy coupled to DFT calculations with the B3LYP functional to understand the origin of the diﬀerent spin distributions in 5- and 6-coordinate FeNO model systems. They found that the sixth ligand (nitrogen-donor ligands were investigated) pushes the electrons from Fe to NO. The main conclusion is that the 5-coordinate FeNO systems are best described as Fe (I)NO+ whereas their 6-coordinate counterparts display a Fe(II)NO• like electronic ground state conﬁguration. More recently, Radon and Pierloot36 calibrated a number of popular density functionals against correlated ab initio methods (CASSCF/ CASPT2) and identiﬁed the spin populations on FeNO systems as a complex problem for quantum chemistry. In agreement with our results, they found that hydrid functionals, such as B3LYP tend to locate more unpaired electrons on the NO unit, whereas nonhybrid functionals(e.g., PBE) tend to localize the spin density more on Fe. The CASSCF method in conjunctions with large basis sets favors the nonhybrid functionals over the hybrid ones. Hence, at the CASSCF level, about 48% and 52% spin population are located on Fe and NO respectively It should be noted that the calculations performed by both Praneeth et al44,45 and Radon and Pierloot36 are for model systems and not for the protein itself for which hydrogen bonding signiﬁcantly alters the spin distribution. Although direct comparisons cannot be made between our models and earlier reports as the QM models are very diﬀerent (e.g., they explicitly include hydrogen bonding interactions with NO), we can compare the spin populations of our model 2 structure. Our calculated spin populations on Fe and NO are close to those reported by Radon and Pierloot.36 (v). Ab Initio Calculation. To further support our spin density distributions obtained using GGA functionals, we have performed correlated ab initio calculations using the spectroscopy oriented configuration interaction (SORCI100) procedure. For these calculations, the QM/MM optimized structure of Model 2 was taken as a basis but truncated in order to make the computations feasible. Thus, we have neglected both the hydrogen bonded residues and point charges. Therefore the model contains only the iron-porphyrin, the axial His93 (modeled as methyl imidazole) and NO. The more accurate def2-TZVPP 569
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 Figure 6. Potential energy surface scan parameters for model 2.
 
 basis101 was used to describe Fe, def2-TZVP(-f) was used for the directly coordinating nitrogens and NO and the def2-SV(P) basis for the remaining atoms. To facilitate comparison with the SORCI results, DFT calculations (without point charges) using the PBE and B3LYP functionals were carried for the same model and with the same basis sets. As described elsewhere in detail, individual selection was used in order to ease the computational burden.100 The size of the first-order interacting space was reduced with a threshold Tsel= 106 Eh. A further approximation involves reduction of the reference space through another selectionall initial references that contribute less than a second threshold (Tpre= 105) to the 0th order states are rejected from the reference space. The initial orbitals for the ﬁrst step of the SORCI procedure were taken from quasi-restricted orbitals102 that were further subjected to PipekMezey localization103 to arrive at a reference space that can be rationally chosen. The average approximate natural orbitals (AANOs), generated from SORCI are shown in Figure 6. In the active space, we have included all ﬁve Fe-3d orbitals, two π and two π* orbitals of NO, and one σ-bonding orbital of the heme group. This leads to an active space of thirteen electrons in 10 orbitals (CAS(13,10), Figure 7). Using the SORCI wave function, a L€owdin spin population of 75% on Fe is found with 23% of the spin being attributed to the NO group. Thus, the calculated L€owdin spin populations for SORCI and PBE are quite similar thus lending additional support to the plausibility of the PBE result. Thus, the PBE functional was chosen to further investigate MbNO. (vi). NO Binding Energies. Before discussing structural models for the A-form of MbNO, the calculated binding energies of Model 2 using the B3LYP, BP86 and PBE functionals will be discussed and compared with the experimental estimate of 23 kcal mol1 that was derived from the NO dissociation rate constant.51
 
 Figure 7. Active natural orbitals of model 2.
 
 truncated model of Model 2 in the gas phase, where the neighboring hydrogen bonding and sterically demanding residues are neglected (His64, H2O198, Lys45, and Val68). For this truncated model, full geometry optimization was performed using the BP86/TZVP. For our large model (Model 2), binding energies were computed using the TZVP basis at BP86/SV(P) preoptimized structures. The accuracy of the calculated binding energies largely depends upon the correct ordering of the spin states of the ﬁvecoordinate heme site. It is important to remember in this context that the substrate (NO) and the NO bound adducts exist in doublet ground states, whereas the empty ﬁve coordinate heme site possesses a quintet ground state.104 We ﬁrst discuss the calculated spin state energetics and binding energies of NO for the truncated model in gas phase (Table 2). For the ﬁve coordinate species, our calculations using the BP86 functional favor a closed-shell singlet ground state with a close lying triplet state and a distinctly high lying quintet state (10.9 kcal mol1). However, the B3LYP functional predicts a triplet ground state with a close lying quintet state and a high lying singlet state. Hence, the calculated NO binding energy will be sensitive to the
 
 ½Me—Im—FeP þ NO 3 f ½Me—ImFeP—NO For comparison with earlier work of Radon and Pierloot36 and Olah and Harvey,43 we have calculated the binding energy for the 570
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 Figure 8. Potential energy surface of model 2. Figure 9. Sensitivity of g-tensors to geometric variations of model 2.
 
 choice of the functional and which spin state we look at. As expected, for the experimental spin state (ground state quintet state for the ﬁve coordinate heme site), the BP86 functional will overestimate the binding energy (as the high spin state of the ﬁve coordinate heme site is high lying) and the B3LYP functional underestimates it (Table 2). Quite frustratingly, the calculated binding energy using the spectroscopically calibrated PBE functional is signiﬁcantly overestimated (45 kcal mol1) despite the fact that this functional is believed to provide the correct electronic structure (Table 3). However, it strongly over binds NO consistent with the well-known tendency of GGA functionals.36,43 The B3LYP functional on the other hand, while delivering an erroneous electronic structure, underestimates the binding energy NO by a lesser amount (10 kcal mol1). Our numbers for the truncated gas phase model are in line with the ﬁndings of Radon and Pierloot,36 as well as Olah and Harvey.43 It is known that dispersion eﬀects can aﬀect the spin state energetics and the NO binding energies of FeNO systems.106 Hence, the binding energy calculations were reported with inclusion of the empirical dispersion correction proposed by Grimme.105 We have evaluated the eﬀect of dispersion contribution to binding energies, without relaxing the geometries at the DFT-D level (BP86-D//BP86). Indeed, the relative spin state energetics are signiﬁcantly modiﬁed (Table 2) for all three functionals by inclusion of dispersion. Although the relative ordering of the spin states is not changed for either the BP86/ TZVP nor the B3LYP/TZVP calculations, the singlet state is stabilized by the dispersion correction. For BP86-D/TZVP, the quintet state is 14.6 kcal mol1 higher in energy than the singlet, resulting in the overestimation of the NO binding energies by 9 kcal mol1. A similar overestimation is also observed for when PBE-D/TZVP is used. With the B3LYP functional, the incorporation of dispersion corrections improve the binding energies by 4 kcal mol1. Recently, Siegbahn and co-workers,106 investigated the eﬀect of dispersion contribution of NO binding to heme-containing model systems. In line with our conclusion, they do ﬁnd that NO binding energies are signiﬁcantly improved when dispersion eﬀects are included. They also propose in addition to the dispersion correction, ﬁne-tuning the amount of HF exchange (reducing from 20% to 15%) present in the B3LYP functional (known as B3LYP*) can improve the NO binding energies. Since we mainly focus on spectroscopy here this further degree of freedom was no explored. For the QM/ MM model, the calculated binding energies are slightly larger
 
 Figure 10. Sensitivity of HCC’s to geometric variations of model 2.
 
 than in the gas phase truncated model (by 4 kcal mol1) because of the additional hydrogen bonding interactions that form upon NO binding (compare Figure 2). (vii). Potential Energy Surface. On the basis of the discussion above, attention was focused on model 2 and several constraint geometry optimizations were performed to identify the A-form structure (Figure 6). The chosen geometric constraints include: (i) dihedral rotations (β) of the NO with respect to the heme plane (species ag) (ii) variable FeNO bond lengths (R1) and FeNO bond angles (α) (species h-m) and (iii) differing FeHis93 bond lengths (R2) (species o, p). Keeping these minimal constraints, we have optimized all remaining degrees of freedom at the QM/MM level. We ﬁnd that both models 2a (β = 21) and 2g (β = 60) lead to somewhat longer Fe-NO bond distances than Models 2b2f. This is likely due to strong His64 hydrogen bonding interactions. However based on relative energetics, all models appear to be energetically accessible at room temperature since the potential energy surface (PES) for the dihedral rotation of the NO group over the porphyrin plane is ﬂat (∼2 kcal mol1, Figure 8). Patchkovskii and Ziegler56 as well as Zang et al.31 have performed similar dihedral angle scan calculations in order to understand 571
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 Journal of Chemical Theory and Computation the sensitivity of the EPR-g-tensors (but not the HCCs) and M€ossbauer parameters upon the geometric variations at the FeNO site. Neither study reports QM/MM calculations or includes the second sphere ligands. As far as FeNO bond length and FeNO and bond angle variations are concerned, except for model 2i (R1 = 1.72 Å and α = 160) all other species (2h, 2j2m) are energetically too high (by up to 17 kcal mol1) to be relevant. The potential energy for bond elongation of the Fe-NHis93 bond (model R2 = 2n and 2o) by up to 2.50 Å is also ﬂat (the energy increase relative to equilibrium is only ∼2 kcal mol1). Although the PESs for dihedral rotations of the NO group (species a-g) and the NHis93 bond stretch (species n and o), the EPR parameters for the species involved in the PES are sensitive functions of these geometric parameters (Figures 9 and 10). Thus, even small changes in the FeNO bond lengths and FeNO bond angles drastically change the EPR parameters. For example, for a strongly bent FeNO bond angle (112, species 2 h, 2j, 2 L), all three calculated g-values are larger than the free electron value. However for a near linear FeNO bond angles (160, species 2i, 2k, 2m), both g1 and g2 fall below the free electron value and the g3-value is now close to the free electron value. Similarly, at ﬁxed bond angles (112 and at 160) and when the Fe-NO bond distance is elongated from the optimal value, (1.722.00 Å; species 2h, 2j, 2l and 2i, 2k, and 2m), the HCC value of 14NO is decreased and a corresponding increase in 14NHis93 Aiso is calculated (Figure 10). This is attributed to the stronger FeNHis93 interaction. However, at ﬁxed bond lengths with varying FeNO bond angles from bent to linear structure, (compare 2h and 2i, 2j and 2k, 1l and 2m) the 14NO HCC increases dramatically. We also note that FeNHis93 elongation from 2.1 to 2.5 Å does not change the HCC of the coordinating nitrogen. (viii). Potential Models for the A-Form. The absence of a distinct exchangeable H-bonded proton for the A-form could be taken as evidence that (i) there is no hydrogen bonding to NO by His64, (ii) that it has very similar properties to that of R-form such that the two cannot be resolved, or (iii) that it is too small to be observed experimentally. To distinguish between these possibilities, we have calculated the EPR parameters for all the species that are involved in the PES of model 2. The QM/MM calculations showed that an axial g-tensor, where gzz = gxx as observed experimentally, can be obtained for dihedral angles N3(heme)FeNO = 0, 180 (Figure 9). We have also found a potential R-form structure when the N3(heme)FeNO = 60. All these three models are energetically within reach (Figure 8). Similar to the models that lead to a rhombic g-tensor, the calculated g-values of axial symmetry underestimate g^. (QM/ MM ≈ 2.01 vs exp = 2.03). However, the g|| value is in good agreement with the experimental estimate. (QM/MM = 1.985 vs exp = 1.983, Figure 9) The calculated spin populations of Model 2b and Model 2e on Fe (68%) and NO (30%) are similar to those of the rhombic form (model 2a). Further, the predicted Aiso of 14 NHis93 (∼17.2 and 13.2 MHz) is somewhat smaller in these models than for models Models 2a and 2g. However, the calculated couplings are still substantial as found experimentally (Figure 10). The rotation of the NO group, however, spoils the optimal geometry for H-bonding that was found for the R-form. We conclude that the most plausible candidate for the A-form of MbNO is a structure that is obtained from the R-form by rotation of the NO group with respect to the heme plane.
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 The associated PES is fairly ﬂat such that alternative energetic minima are accessible at slightly elevated temperatures (relative to T = 4 K where most EPR experiments are conducted).
 
 ’ CONCLUSIONS In this paper, we used QC methods to gain insight into the bonding and electronic structures of MbNO. In particular, we have assessed the quality of predicted geometries and calculated EPR parameters using contemporary modeling techniques relative to the experimental data. The treatment is based on the standard QM/MM approach and treats protein eﬀects via MM point charges and a reasonably large QM model (∼90 atoms). Our model accounts for important hydrogen bonding (His64) and steric eﬀects (Val68). A number of issues were addressed including possible structural models of the R- and A-forms together with their EPR parameters, selected relaxed PESs. The choice of density functional and the binding energy of NO were also examined. Of all the models, only model 2 in conjunction with a GGA functional (e.g., PBE), the calculated EPR parameters including g-tensors, 14N HCCs of NO, coordinated His93 and 1H HCC of distal His64 agrees with the recent experimental data.60 Our calculated spin populations using a GGA functional agree with those of Radon and Pierloot 36 and Olah and Harvey. 43 In addition, the PBE spin populations are close to multireference conﬁguration interaction obtained with the SORCI approach in conjunction with reasonably large basis sets. The calculated binding energies are sensitive to the choice of density functional. The overestimation and underestimation of NO binding energies to heme using GGA and hybrid functional are largely due to the variable spin state energetics of Fe-heme system prior to NO binding. The use of DFT-D method does improve the results. Our calculated PESs agree with the earlier studies of Zang et al31 and Patchkovskii and Ziegler.56 Changes in the Fe-NO bond length and FeNO bond angle from the equilibrium values are energetically costly. However, the PESs for the NO rotation with respect to NO heme plane and for FeNHis93 bond stretch are very ﬂat. Two possible structural models for A-form of MbNO were proposed. Experimental EPR data suggests that the A-form occurs at slightly elevated temperatures (>77 K), whereas the R-form occurs at cryogenic temperatures. It is conjectured that the A-form arises due to a rotation of the NO molecule that becomes possible at slightly higher temperatures. When the N3hemeFeNO dihedral angle is 0 or 180, the hydrogen bonding interaction of His64 with NO is minimal thus explaining the changes in the spectroscopic parameters that accompany the formation of the A-form. ’ ASSOCIATED CONTENT
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